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Adversaries in Supervised Learning

Goodfellow et al. (2014)
Adversaries are interesting in RL
White box adversaries: “reading the target agent’s mind”

Why?

- Identifying weaknesses with attacks
- Improving robustness with robust adversarial reinforcement learning
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So what?

1. White box adversarial attacks are more effective.

2. Leveraging model internals for diagnostic/debugging tasks is useful.
Thanks!
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