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opemng Remarks
............................................. //////

s SafeAl aims at bringing together multiple perspectives, it’s probably possible

/////

arshly criticise any paper here today... Most likely anyone has missed some

important issue...

/ So, please do be critical, but temper your criticism with constructive discussions!
/



Program (See Website for Details)

Day 1: scheduled on Feb 28, 2022 from 13:00 to 18:10 UTC [5:00-10:10 PST]

Location: AAAI Virtual Venue, Red Building Room 5.

Day 2: Scheduled on Mar 1, 2022 from 8:00 to 17:15 UTC [0:00-9:15 PST]

Location: AAAI Virtual Venue, Red Building Room 5.

Time (UTC)

Description

8:00-8:25

Invited Talk 2: Roel Dobbe (TU Delft), A System Safely Perspective for Developing

and Governing Artificial Intelligence

Time (UTC) Description
13:00-13:05 Welcome and Introduction — Chair: Gabriel Pedroza (CEA List)
13:05-13-50 Keynote 1: Matthew Dwyer (University of Virginia), Distribution-aware Test
) ’ Adequacy for Neural Networks
13:50-14:00 Short Break
Special Session 1: EnnCore — Chair: Lucas Cordeiro (University of Manchester)
EnnCore addresses the fundamental problem of guaranteeing safety,
transparency, and robustness in neural-based architectures.
14:00-15:30
15:30-16:00 Coffee Break
Invited Talk 1: Shiri Dori-Hacohen (University of Connecticut), Quantifying
16:00-16:25

Misalignment Between Agents
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8:25-9:35

Technical Session 3: Robustness and Uncertainty — Chair: Xin Cynthia Chen
(University of Hong Kong)

— Efficient Adversarizl Sequence Generation for RNN with Symbolic Weighted Finite
Automata, Mingjun Ma, Dehui Du, Yuanhao Liu, Yanyun Wang and Yiyang Li.
— A Study on Mitigating Hard Boundaries of Decision-Tree-based Uncertainty
Estimates for Al Models, Pascal Gerber, Lisa Jockel and Michael Klas.
— Quantifying the Importance of Latent Features in Neural Networks, Amany
Alshareef, Nicolas Berthier, Sven Schewe and Xigowei Huang.
— Maximum Likelihood Uncertainty Estimation: Robustness to Outliers, Deebul Nair,

Nico Hochgeschwender and Miguel Olivares-Mendez.

— Debate Panel — Paper Discussants: Xiaowei Huang (University of Liverpool),
Mauricio Castillo-Effen (Lockheed Martin)




VS: | ttp:/ /ceur-ws.org/Vol-3087/
/ the SafeAl website)



