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The scenario: ownership verification of DNN models

The background:

To protect deep neural networks as intellectual properties, watermarking 

schemes have been widely adopted.



Targets: unambiguity, robustness, flexibility, etc.
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MTLSign: Model watermark as an extra task.
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Advantages

• Unambiguity (provable ownership proof).

• Robustness & functionality-preserving (by using extra 

regularizers during MTL).

• Flexibility (can be applied to various network architectures/tasks).
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