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Hierarchical Framework
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Safe Plan ≠ Safe Framework
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Architecture

Low-level

controller 𝒞
Neural Lyapunov 
function

Planner 𝒫

Safe
environment

Complex
environment

High-level
safe plan

Low-level
safe control

Unsafe region

Unsafe region

Learn and plan Deploy



+ =

Model-free Region of Attraction 

Suppose goal is 𝑔, robot position is 𝑥𝑡. 

𝑅 𝑥𝑡 = 𝑒− 𝑔−𝑥𝑡

Minimizing σ𝑡=0
𝑇 𝑅(𝑥𝑡) with RL.

𝑉 𝑥𝑜 = 0

∀𝑥 ≠ 𝑥o, 𝑉 𝑥 > 0

𝑉 𝑥𝑡+1 − 𝑉 𝑥𝑡 < 0

Set goal as origin
ROA = 𝑔 + 𝑥 ∣ 𝑉 𝑥 < 𝐶𝑅𝑂𝐴

Model-
free!

Neural Lyapunov Function (NLF)
Region of Attraction(ROA)Model-free RL



Benchmarks



Safety Violation

Significant safety improvement when comparing with the simple
hierarchical structure
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More Recently

We have extended our approach to challenging benchmarks
Complex robot which are hard to model and control

• large DOF

• High observation space dimension

• Implicit observation like raw lidar data

Sensitive safety constraints that are easy to violate



Summary

 Model-free hierarchical framework for safe reinforcement learning
 Safely combine planning and control
 Learning-based Lyapunov function and Neural RoA
 Sequentially shielding
 Deployed the trained agent in complex environment with significant safety

improvement.
 Some other experiments are provided in paper (Robustness to adversarial attack, 

runtime planning path repairer )
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Thank you!


