Fraunhofer

IESE

Fraunhofer Institute for Experimental
Software Engineering IESE

sEEEm |

" u
Presentation semmum o

A Study on Mitigating Hard Boundé'r'ie ;
Uncertainty Estimates for Al Models = ==

EEEEN EEEEEEEN
IIIIIIIIIIIIIII
0

AEEEENEEEEEEN

IIIIIII
------

H EEE EEEEEREEEREN
—————

L}
EEEEN | | EEEER EmEN
EREEEEER EEERE

Pascal Gerber, Lisa Jockel, Michael Klas u o R B wEEs mEmmEmEEna;
seie [ RAA 202 SRCT R

March 2022

iffEEREEENE E B EEEEE SN
i SFENEEREESEDREENE HEST

i FEENREEAEEE
] FEENEEEEEEEN



Model-agnostic Uncertainty Wrappers provide dependable uncertainty estimates
Motivation

= The outcomes of Data-Driven Models (DDMs) cannot be assumed to be always correct
The outcomes of DDMs are subject to uncertainty
= Different approaches exist to provide ‘inside-model” or ‘outside-model” uncertainty estimates
= An example of the latter is the concept of model-agnostic Uncertainty Wrappers
Uncertainty Wrappers enrich DDMs with a dependable uncertainty estimate

Uncertainty Wrapper for Pedestrian Detection
Existing Data-Driven Model (DDM): |.J|]——’[]—> Outcome (e.g., bounding box

Data-Driven F_ :

| Pt e
Component Input ;j s
(e.g., camera image)

YOLOv3-based pedestrian detection for a pedestrian)

Influence factors (e.g., rain sensor,
sun angle, distance, GPS, ...)

Confidence (e.g., 99.99%)

Uncertainty Wrapper Dependable Uncertainty Estimate

| e (e.g., < 4%)
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Decision Trees can be used to obtain interpretable uncertainty estimates

Motivation

= Uncertainty Wrappers cluster inputs with similar uncertainties based on influence factors using Decision

Trees
= Benefit of Decision Trees: uncertainty estimates are easy to interpret

node #0
distance <= 15.486
gini = 0.393
samples = 402040
value = [114430, 287610]

cases total split criterion (with a hard decision boundary)

cases incorrect,

uncertainty = (cases correct) / (cases total)

cases correct =0.28
node #1 node #8
semantic_fyisibility <=0.25 viswb_ili_ty <=0.445
uncertainty = 0.13 il =020 iS@LER uncertainty = 0.46

samples = 213555
value = [27340, 186215]

samples = 188485

value = [87406, 101079]

T

node #2 node #5 node #9 node #12
pedestrian_0011 <= 0.5 distance <= 11.45 pedestrian_0006 <= 0.5 pedestrian_0011 <= 0.5
gini = 0.102 gini = 0.324 gini = 0.391 gini = 0.468
samples = 118872 samples = 94683 samples = 39630 samples = 148855
value = [7232, 111640] value = [20309, 74374] value = [29353, 10277] value = [58274, 90581]

node #3 node #4 node #6 node #14
gini = 0.084 gini = 0.406 gini = 0.256 gini=0.128
samples = 114168 samples = 4704 samples = 75836 samples = 3479
value = [5782, 108386] value =[1539, 3165] value = [12298, 63538] value = [3236, 243]

node #7 node #10 node #11 node #13
gini = 0.488 gini = 0.378 gini = 0.409 gini = 0.461
samples = 18847 samples = 38497 samples = 1133 samples = 145376
Vi Vi Vi
unc. = 0.05 unc. = 0.33 unc. = 0.16 unc. = 0.43 unc. = 0.75 unc. = 0.33 unc. = 0.38 unc. = 0.93

value = [8173, 10674] alue = [29029, 9468] alue = [373, 760] alue = [55084, 90292

= Example: x4:semantic_visibility = 0.3, ..., distance = 11.450 => uncertainty estimate = 16%
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Decision Trees may lead to undesired hard decision boundaries
Problem Statement

= Problem: The discrete approach of Decision Trees realizes hard decision boundaries
= For continuous features, these boundaries may be rather unintuitive

node #0
distance <= 15.486
gini = 0.393
samples = 402040
value = [114430, 287610]

cases total

uncertainty = (cases correct) / (cases total)
=0.28

cases incorrect,
cases correct

node #1
semantic_visibility <= 0.25
gini = 0.208

node #8
visibility <= 0.445
gini = 0.495

uncertainty = 0.13 uncertainty = 0.46

samples = 213555
value = [27340, 186215]

samples = 188485
value = [87406, 101079]

1

node #9 node #12

node #2 node #5

pedestrian_0011 <= 0.5 distance <= 11.45 pedestrian_0006 <= 0.5 pedestrian_0011 <= 0.5
gini = 0.102 gini = 0.324 gini = 0.391 gini = 0.468
samples = 118872 samples = 94683 samples = 39630 samples = 148855
value = [7232, 111640] value = [20309, 74374] value =[29353, 10277] value = [68274, 90581]

node #3 node #4 node #6 node #7 node #10 node #11 node #13 node #14

gini =0.084 gini = 0.406 gini = 0.256 gini = 0.488 gini = 0.378 gini = 0.409 gini = 0.461 gini=0.128
samples = 114168 samples = 4704 samples = 75836 samples = 18847 samples = 38497 samples = 1133 samples = 145376 samples = 3479
value = [5782, 108386] value = [1539, 3165] value = [12298, 63538] value = [8173, 10674] value = [29029, 9468] value = [373, 760] value = [55084, 90292] value = [3236, 243]

" Example evaluatlon: unc. = 0.05 unc. = 0.33 unc. = 0.16 unc. = 0.43 unc.=0.75 unc.=0.33 unc. = 0.38 unc. = 0.93

* x;:semantic_visibility = 0.3, ..., distance = 11.450 => uncertainty estimate = 16%

* Xx,:semantic_visibility = 0.3, ..., distance = 11.451 => uncertainty estimate =43%
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Goals to be met by the softening approaches
Solution search

= Approaches need to satisfy the following goals:

G1: Implement soft decision boundaries

G2: Interpretable uncertainty estimates

G3: Reasonable runtime complexity

G4: Reasonable uncertainty estimation performance
= |dentified approaches:

Random Forests:

Breiman, L. 2001. Random forests. Machine learning, 45(1).

Fuzzy Decision Trees / Random Forests:

Marcelloni, F.,; Matteis, A. D.; and Segatori, A. 2015. A new approach to fuzzy random forest generation.
In Proceedings of Int. Conf. on Fuzzy Systems, 1-8. IEEE.

Soft Decision Trees / Bagged Soft Decision Trees:

Alpaydin, E.; Irsoy, O., and Yildiz, O. T. 2016. Bagqing soft decision trees.

In Machine Learning for Health Informatics, 25-36. Springer, Cham.
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Softening is achieved by using membership functions
Solution approaches

= Main concept: A data point has a membership degree to the leaves

= Uncertainty estimate = Weighted sum of leaf uncertainties and membership values

= Key difference between the approaches is the type of membership function used

= Simplified example of a Fuzzy Decision Tree to determine an uncertainty estimate for an input X:

membership

node #0
distance
[2.37, 15.14, 24.42]
entropy = 0.848
samples = 392840

Input X with distance = 8.76
and pedestrian,,, = 11

membership values for X ¥olue = (285304, 1095561
0.5 |—> 0.5‘ L, 0.
node #1 node #4
) 15.14 24.42 pedestrian 0011 distance
8.76 [0.0, 1.0] [3.54, 13.98, 23.26]
entropy = 0.362 entropy = 0.794
samples = 68712 samples = 234631
value = [63300, 5412] value = [175908, 58723]

False

0.0 1.0
node #2 node #3 node #5 node #7
entropy = 0.32 entropy = 0.9 entropy = 0.37 entropy = 0.77 entropy = 0.98
samples = 65992 samples = 2720 samples = 33107 samples = 157038 samples = 44486
v

alue = [61603, 4389] value = [1697, 1023] value = [30444, 2663] value = [120065, 36973] value = [25399, 19087]
uncertainty = 0.93 R - R - ; — uncertainty = 0.57
weight(X) = 0.0 uncgrtamty 0.38 uncgrtamty 0.08 unc_ertalnty 0.24 weight(0) = 0.0
weight(X) = 0.5 weight(X) = 0.25 weight(X) = 0.25

— uncertainty(X) =0.0-0.93+0.5-0.38+0.25:0.08 +0.25-0.24+0.0-0.57 = 0.27
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Softening approaches evaluated on pedestrian detection use case and metrics
Evaluation

= Use case: Pedestrian detection on roads
= Study execution — build datasets:

(1) Generate Raw Data (2) Apply DDM (3) Determine Correctness (4) Build Datasets
F " y of DDM Outcomes

YOLOvV3-
CARLA / based R DDM 1,204,119 data points

Simulator | pedestrian istions \ Correctness
o - detection | OPM predictions - Calibration | 402,040 data points
- \/ Ground truth bounding
_ boxes of pedestrians 400,884 data points

Input for UW (e.g. weather conditions, distance, ...)

= Study execution — evaluate softening approaches:

(5) Build Uncertainty Wrappers Using Different
Softening Approaches

Decision Tree (DT) | (6) Calibrate Uncertainty (7) Evaluate Uncertainty Estimates
Random Forest (RF) Estlmates Test Metrics:

Fuzzy DT > Eval )< Brier score
Fuzzy RF Variance
Soft DT — 5 Unspecificity
Bagged Soft DT Ca"bratlon W Unreliability

Overconfidence
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Results: Softening achieved, but decreased estimation performance
Evaluation

= Summary of the extent to which the approaches achieve our goals:

Approach G1: Softening | G2: Interpretability | G3: Runtime Complexity G4: Estimation Performance
Decision Trees (baseline) — ++ ++ ++

Random Forests o) + + +

Fuzzy Decision Trees ++ + 0 0

Fuzzy Random Forests ++ 0 - 0

Soft Decision Trees ++ + 0 -

Bagged Soft Decision Trees ++ o) - -

L
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Softening is a trade-off decision dependent on the use case
Conclusion and future work

= A general recommendation for the use of a particular approach cannot be provided
= Rather, the selection of an approach has proved to be a trade-off decision
= Based on the study results, we see two main directions for further work:

Develop specific recommendations for choosing an approach for a concrete setting

Modify approaches to address the observed uncertainty estimation performance limitations
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