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Measures run risk missing actual harms
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Retflexes widen gaps —
efforts may miss risks & opportunities

Al tech reflex Al ethics reflex Al policy reflex
Bias/fairness Google's Al Ethics EU Al Act
Principles
“Al safety” Public control over
EU HLEG Al algorithms

Socio-technical gap Accountability gap Policy implementation gap
Technical fixes may widen Ethics washing/shopping/ Push for policy instruments
gap between what is etc widens gap between may increase bureaucracy
socially desired and those who develop/profit and put disproportionate
technically possible. from Al and those most power in hands of
Ethical, legal and social likely to suffer the developers/tech, while
issues follow a push for consequences of negative missing the actual risks for

technological solutions. effects. citizens.



Alternative: A Systems Perspective

Socio-technical gap

Accountability gap

Policy implementation gap

Technical fixes widen gap
between what is socially
desired and technically
possible. Ethical, legal and
social issues follow a push
for technological solutions.

Ethics washing widens gap
between those who
develop and profit from Al
and those most likely to
suffer the consequences of
negative effects.

Large push for policy
instruments increases
bureaucracy and puts too
much onus for ethical,
legal and social
implications on the
developer.

e Vagueness e Infrastructure

Safety is understood,
formalized and
experienced differently by
different people, requiring
socio-technical
specification and
validation.

Al systems affect safety by
reshaping public infra-
structure, requiring demo-
cratic checks/balances and
citizen engagement for just
anticipation of and
response to risks.
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Alternative: A Systems Perspective

Socio-technical gap

Accountability gap

Policy implementation gap

Technical fixes widen gap
between what is socially
desired and technically
possible. Ethical, legal and
social issues follow a push
for technological solutions.

Ethics washing widens gap
between those who
develop and profit from Al
and those most likely to
suffer the consequences of
negative effects.

Large push for policy
instruments increases
bureaucracy and puts too
much onus for ethical,
legal and social
implications on the
developer.

G Emergence e Vagueness e Infrastructure

Safety is an emergent
properties. They are
controlled for across
integral/iterative design of
technical Al artefacts and
their institutional context.

Safety is understood,
formalized and
experienced differently by
different people, requiring
socio-technical

specification and
validation.

Al systems affect safety by
reshaping public infra-
structure, requiring demo-
cratic checks/balances and
citizen engagement for just
anticipation of and
response to risks.
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What did system safety respond to?

To cope with the increasing complexity of
aerospace systems. Many of the ideas have
been lost or displaced by more mainstream
practices in reliability engineering.

Charles Otto
Miller

Applying systems thinking to safety and
human factors engineering. Prolific
academic who put forward concepts such
as boundaries of safe operation, ecological
interfaces and methods such as cognitive
work analysis.

Jens
Rasmussen
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Protessor Nancy Leveson

Engineering a Safer World

Nancy G. Leveson
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Zeroth assumption: safety is emergent

In systems theory, emergent properties, such as safety,
arise from the interactions among the system
components. The emergent properties are controlled by
imposing constraints on the behavior of and interactions
among the components.

Safety then becomes a control problem where the goal of
the control is to enforce the safety constraints. Accidents
result from inadequate control or enforcement of safety-
related constraints on the development, design, and
operation of the system.

Leveson, Nancy G.. Engineering a Safer World : Systems Thinking Applied to Safety,
MIT Press, 2012.
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What does sociotechnical control look like?

Operations
Management

Work Instructions Change requests
Audit reports

Problem reports
Operating Assumptions

Operating Procedures

Operating Process

Human Controller(s)

v |

: Automated
Revised : Controller
operating procedures V
Software revisions Actuator(s)
Hardware replacements L
Physical

Process

Maintenance
and Evolution

Problem Reports
Incidents

Change Requests
Performance Audits

Source: "Engineering a Safer World: applying system thinking to safety", Leveson (2012) 14



W

SYSTEM DEVELOPMENT

Congress and Legislatures
Government Reports
1 Lobbying
Hearings and open meetings
Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Legislation l

FSEegl:antidons Certification Info.
Ctar?t_art_s Change reports
Le ll|ca 'OT_ Whistleblowers
egal penalties Accidents and incidents
Case Law
Company
Management
Safety Policy Status Reports
Standards Risk Assessments
Resources Incident Reports
Policy, stds. .
el Project
=

Standards

Safety
Reports

Manufacturing
Management

Safety Standards l 1 Hazard Analyses

Documentation
Safety Constraints

Test Requirements

Implementation
and assurance

Management <

Hazard Analyses
Progress Reports Progress Reports
Design,

Test reports
Hazard Analyses
Review Results

Safety-Related Changes

at does sociotechnical control look like?

SYSTEM OPERATIONS

Congress and Legislatures
Government Reports
Lobbying

Hearings and open
meetings

Accidents

Legislation

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Regulations
Standards
Certification
Legal penalties
Case Law

Accident and incident
reports

Operations reports
Maintenance Reports
Change reports
Whistleblowers

Company
Management

Safety Policy
Standards
Resources

Operations Reports

Operations
Management

Change requests
Audit reports

Problem reports

Work Instructions

Operating Assumptions
Operating Procedures

Operating Process

| Human Controller(s) |

Hazard Analyses
Documentation
Design Rationale

Maintenance

A
Revised Controller
operating procedures ¥ :
Software revisions [ Actuator(s) | [ Sensor(s) |

Hardware replacements

Physical
Process

Work ‘ safety reports !
Procedures | audits and Evolution
work logs
inspections

Manufacturing

Source: “Engineering a Safer

World:

Problem Reports
Incidents

Change Requests
Performance Audits

applying system thinking to safety", Leveson (2012) 15



Shift Focus from Al
Component Reliability to Al
System Hazard Elimination

Leveson Lesson 1: High reliability
is neither necessary nor sufficient
for safety.



Institutional

Technical
constraints

constraints

System-
Theoretic
Hazard
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Safety
Control
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Predictive Policing
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Predictive policing is built around algorithms that identify potential crime hotspots.. PredPol

Source: Smithsonian Magazine (2018) 18



Shift from Event-based to
Constraint-based Accident
Models for Al Systems

2

Leveson Lesson 2: Accidents are
complex processes involving the

entire sociotechnical system.
Traditional event-chain models

cannot describe this process
adequately.
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Tesla Crash Williston, Florida, 2016
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3 Shift from a Probabilistic to a
System-theoretic Safety
Perspective for Al

Leveson Lesson 3: Risk and safety
may be best understood and

communicated in ways other than
probabilistic risk analysis.



Process Model

The goal: the objectives and safety constraints that must be met and enforced by the controller;
The action condition: the controller must be able to affect the state of the system:;

The observability condition: the controller must be able to ascertain the state of the system, through feedback,

observations and measurements;

The model condition: the controller must be or contain a model of the process. A human controller should also

have a model of the behavior of the Al techniques used for control and decision-making.
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The Dutch System

Stored decisions

Risk Indication System
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Shift from Siloed Design and
Operation of Al Systems to
Aligning Mental Models

4

Leveson Lesson 4: Operator error
is a product of the environment in

which it occurs. To reduce
operator "error” we must change

the environment in which the
operator works.

24



Aligning Mental Models
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Aligning Mental Models

“““ Designer’s
Model

o
o
.
.
o
-

wnn
wse®
Y
Iy
.
.
.
.
.
o
.

original
design
specs

operational
procedures,
training

operational
experience

evolution and
changes over time

Actual
System

Operator’s
Model

variances in
construction

Impacted
Stake-
holders’
Model(s)

. -
. R
LN .
,,,,,

y .

28



AV Fleets as Public Infrastructure
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Curb the Curse of Flexibility in

> Al Software Development

Leveson Lesson 5: Highly reliable
software is not necessarily safe.

Increasing software reliability or
reducing implementation errors

will have little impact on safety.

30



5. Curse of tlexibility 1/2

"Many software requirements problems arise from what could
be called the curse of flexibility.

The computer is so powerful and so useful because it has
eliminated many of the physical constraints of previous
machines. [..]

With software, the limits of what is possible to accomplish are
different than the limits of what can be accomplished
successfully and safely — the limiting factors change from the
structural integrity and physical constraints of our materials to
imits on our intellectual capabilities.”

Source: "Engineering a Safer World", Leveson (2012)



5. Curse of tlexibility 2/2

"Nearly all the serious accidents in which software has been

involved in the past twenty years can be traced to
requirements flaws, not coding errors. [..]

The most serious problems arise, however, when nobody
understands what the software should do or even what it
should not do. We need better techniques to assist in
determining these requirements.”

Source: "Engineering a Safer World", Leveson (2012)



Parameters in LLMs since 2012

60,000,000
94,000,000
teems  530,000,000,000
@4 ~100,000,000,000,000



On the Dangers of
Stochastic Parrots:
Can Language Models
Be Too Big?

Emily M. Bender", Timnit Gebru?”,
Angelina McMillan-Major', Shmargaret Shmitchell®

! University of Washington 2 Black in Al ® The Aether
*These authors contributed equally.



Computational Infrastructure
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This is a perilous moment. Private computational systems marketed as artificial
intelligence (Al) are threading through our public life and institutions, concentrating

industrial power, compounding marginalization, and quietly shaping access to resources
and information.
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Programmable Infrastructures

The term “programmable infrastructures” refers to the political,
economic and technological vision that advocates for the
introduction of computational infrastructure onto our common
infrastructures.

If common infrastructures come with extensive planning and
expensive updates, the promise of programmability is that by adding
a digital layer, the plans and policies of common infrastructures can
be abstracted from their underlying physical constraints.

This, it is claimed, will make them easy to reconfigure just like digital
systems. In other words, legacy physical infrastructures can be further
freed from their physical constraints and can ostensibly be made as
programmable as native computational systems.

Source: "Programmable Infrastructures", Gurses, Poon and Dobbe (2020)



Translate Safety Constraints to
the Design and Operation of
the Al System

6

Leveson Lesson 6: Systems will
tend to migrate toward states of

higher risk. Such migration is
predictable and can be prevented

by appropriate system design or
detected during operations using

leading indicators of increasing
risk.
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Build an Organization and
Culture that is Open to
Understanding and Learning

7

Leveson Lesson 7: Blame is the
enemy of safety. Focus should be
on understanding how the system
behavior as a whole contributed to
the loss and not on who or what to
blame for it.



Importance of management and culture

“The key to effectively accomplishing
any of the goals described in [the system safety

discipline] lies in management.

Most people want to run safe organizations, but they
may misunderstand the tradeoffs required and how

to accomplish the goals.”

Source: "Engineering a Safer World: applying system thinking to safety", Leveson (2012)



A 'Just Culture’ balances safety and
accountability

“"Only responding to calls for accountability is not likely to
lead you to justice or to improved safety.

People will feel unfairly singled out, and disclosure of safety
problems will suffer.”

Source: "Just Culture: balancing safety and accountability”, Dekker (2016)



A 'Just Culture’ balances safety and
accountability

“A just culture, then, also pays attention to safety, so that
people feel comfortable to

(1) bring out information about what should be improved to
levels or groups that can do something about it; and

(2) allow the organization to invest resources in improvements
that have a safety dividend,

rather than deflecting resources into legal protection and
limiting liability."

Source: "Just Culture: balancing safety and accountability”, Dekker (2016)



Seven lessons for Al Design & G

Example System Safety Strategy

Leveson Lesson

Al System Safety Implication

Component reliabil-
ity is insufficient for
safety

Causal event models
cannot capture sys-
tem complexity
Probabilistic  meth-
ods don’t provide
safety guarantees
Operator error is a
product of the pnvi-
ronment

Reliable software is
not necessarily safe
Systems migrate to
states of higher risk

Blame is the enemy of

safety

Identify and eliminate hazards at
system level
Understand safety through socio-

technical constraints

Capture safety conditions and re-
quirements in a system-theoretic
Align mental models across design,

operation and affectedstakeholders

Include (AI) software in hazard

analysis

Build an organization and culture
that is open to understanding and

learning

System hazard-informed system

design and safety control structure

System-theoretic accident models:
integrating safety constraints, the
process model and the safety con-
trol structure

Process model: Al system goals,
actions, observation and model of
controlled process and automation
Leveson’s design principles for
shared human-Al controller de-
sign: redundancy, incremental con-

trol and error tolerance

Feedback mechanisms (audits, in-
vestigations and reporting systems)

Just Culture

overnance

Source: "System Safety and Artificial Intelligence", Dobbe (forthcoming) 43



Thank you!
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