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Opening Remarks

 As SafeAI aims at bringing together multiple perspectives, it’s probably possible 

to harshly criticise any paper here today… Most likely anyone has missed some 

important issue…

 So, please do be critical, but temper your criticism with constructive discussions!

The main interest of SafeAI 2021 is to explore new ideas on AI 

safety by looking holistically at theoretical and practical, short-

term and long-term, perspectives, jointly with the ethical and 

legal issues, to build trustable intelligent autonomous machines.



Program (Morning)



Program (Afternoon)



Some Additional Information

 Voting for SafeAI 2021 Best Paper Award:

www.menti.com – Code: 57 59 18 6

 Proceedings is freely available at CEUR-WS: http://ceur-ws.org/Vol-2808/ 

(URL is available at the SafeAI website)

 Presentations will be available on the website very soon

 We hope you enjoy SafeAI 2021!



Wrap Up

 Voting for SafeAI 2021 Best Paper Award:

www.menti.com – Code: 57 59 18 6

 Proceedings is freely available at CEUR-WS: http://ceur-ws.org/Vol-2808/ 
(URL is available at the SafeAI website)

 Join the CLAIS (Consortium of the Landscape on AI Safety): www.clais.org


