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“Characterizing the space of inputs that are processed correctly is central to the future 

of ML in adversarial settings, and it will almost certainly be grounded in formal 

verification.” 

Ian Goodfellow



Key Research Contributions

1. We model RNN behavior as a Labeled Transition System (LTS) and uses LTL logic

● Define and formalize new state and temporal properties that are specific to RNNs

● Investigate whether Monte Carlo sampling is a suitable approach to verifying RNN 

models
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Results

● Property satisfaction rates for both nextchar RNN models are 

not sufficient to be considered safe

● Comparing to the entire state space Monte Carlo sampling  is efficient for 

estimating properties of RNN models

● The state safety properties are more efficiently checked than 

the temporal safety properties 


